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Статья посвящена анализу этических аспектов использования современных цифровых технологий в управ-
ленческом учете. Цифровизация бухгалтерских и управленческих процессов повышает риск нарушения 
этических норм, связанных с обработкой данных, прозрачностью принятия решений и конфиденциально-
стью информации. В ходе исследования выявлены ключевые этические вызовы, такие как предвзятость алго-
ритмов, непрозрачность решений искусственного интеллекта (ИИ), риски безопасности данных и возмож-
ность манипуляции финансовыми отчетами. Рассматриваются отечественные и международные исследова-
ния в области цифровой этики и регулирования ИИ, подчеркивается необходимость ответственного внед-
рения цифровых инструментов в управленческий учет. Даны рекомендации по разработке этически обос-
нованных подходов к цифровизации, включая использование объяснимого ИИ, усиление защиты данных и 
установление четких рамок ответственности. 
Ключевые слова: управленческий учет, цифровая этика, искусственный интеллект, безопасность данных, эти-
ческое принятие решений. 
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ифровизация управленческого уче-
та сопровождается не только повы-
шением эффективности обработки 

данных, но и возникновением ряда этиче-
ских проблем. В ходе исследования были 
выявлены ключевые аспекты, требующие 
особого внимания со стороны как теорети-
ков, так и практиков в области управлен-
ческого учета. 

Ряд российских исследователей подни-
мали этические проблемы использования 
цифровых технологий. 

Так, И. И. Бартагариева подчеркивает, 
что цифровая этика – это наука о наиболее 
общих принципах и нормах морали обще-
ства эпохи цифровизации, а также система 
этических представлений цифровой эпо-
хи, способствующая оптимизации исполь-
зования цифровых технологий и регули-
рующая взаимодействие людей с этими 
технологиями. Автор также описывает ос-
новные проблемы развития цифровой 
этики, которые лежат в области бе-
зопасности, конфиденциальности и субъ-
ективности ИИ [2]. 

О. В. Короткова отмечает, что многие 
спорные моменты в развитии ИИ стиму-
лируют международное сообщество к раз-
работке нормативных рамок, регулирую-
щих этические аспекты использования 
данной технологии. Так, в конце 2021 г. 
Генеральная конференция ЮНЕСКО при-
няла рекомендации по этике ИИ, наце-
ленные на минимизацию рисков и про-

блем, связанных с ИИ, особенно в контек-
сте углубления социального неравенства и 
воздействия на права человека [4].  

И. А. Авдеева отмечает, что очевидными 
задачами в современном мире становятся 
разработка этических стандартов в раз-
личных областях цифрового пространства, 
обсуждение основных проблем и дилемм в 
общественном пространстве, а также пра-
вовые исследования с целью повышения 
эффективности регулирования [1]. 

В то же время Е. А. Коваль и С. Г. Ушкин 
отмечают в своем исследовании, что суще-
ствует двойственность восприятия границ 
профессионального этического кодекса.  
С одной стороны, он не должен мешать 
производственным процессам, постоянно 
отвлекая разработчиков и их руководите-
лей от решения насущных вопросов.  
С другой стороны, если случаются ситуа-
ции моральной неопределенности, должен 
существовать некий протокол, алгоритм 
по ее устранению, который если не полно-
стью, то хотя бы по большей части был бы 
применим в текущих реалиях [3]. 

Существуют также и международные 
исследования в этой области. Так, Между-
народная ассоциация профессиональных 
бухгалтеров (АССА) стремится поставить 
финансовую профессию на передовые по-
зиции в ответственном внедрении ИИ, что 
должно способствовать устойчивому эко-
номическому росту. Основные риски ис-
пользования ИИ обобщены в таблице. 

 
Описание основных рисков ответственного использования ИИ 

  

 Риск Описание 

Объяснимость  
и прозрачность 

Технологии ИИ очень сложны для интерпретации. Такая ситуация может привести к 
скрытности процесса принятия решений, а также к недостатку доверия 

Предвзятость  
и дискриминация 

Цифровые технологии способны усиливать социальные стереотипы, что остается систем-
ной проблемой их внедрения 

Конфиденциальность  
и кибербезопасность 

Системы ИИ собирают и обрабатывают огромные объемы данных, что несет риски для 
конфиденциальности и информационной безопасности. Необходимо соблюдать стандар-
ты защиты данных и применять безопасные методы их обработки 

Правовые  
и регуляторные вызовы 

Важными вопросами остаются развитие и синхронизация законодательных норм и регули-
рование в области развития ИИ. Также не решен вопрос ответственности за ошибки ИИ 

Неточность  
и дезинформация 

Технологии ИИ работают на основе вероятностных моделей, что делает их выводы не все-
гда точными 

Эффект усиления  
ошибок 

Так как ИИ обрабатывает огромный объем информации, то он способен значительно уси-
лить эффект каждой ошибки 

 

Ц 
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Для эффективного управления этими 
сложными рисками как отдельные специа-
листы, так и организации должны осозна-
вать их и принимать упреждающие меры. 

Стоит также отметить, что этика давно 
находится в области внимания различных 
ученых и философов, таких как Аристо-
тель (384–322 до н. э), Иммануил Кант 
(1724–1804), Джон Стюарт Милль (1806–
1873), Ганс Йонас (1903–1993), Лукас Инте-
ма (современный исследователь, который 
изучает цифровую этику и вопросы дове-
рия к алгоритмам ИИ, подчеркивая важ-
ность прозрачности и объяснимости циф-
ровых решений).   

Таким образом, можно обобщить опыт 
проведенных исследований и применить 
его на систему управленческого учета. Ос-
новные этические принципы формирова-
ния управленческого учета с применением 
цифровых технологий представлены на 
рисунке. 

Рассмотрим подробнее основные этиче-
ские проблемы использования цифровых 
технологий в управленческом учете. 

Одним из важнейших этических вызо-
вов является проблема непрозрачности ал-
горитмов, используемых в цифровых си-
стемах управленческого учета. ИИ и ма-
шинное обучение, которые применяются 
для анализа данных и прогнозирования 
финансовых показателей, часто работают 
как «черные ящики», решения которых 
сложно интерпретировать даже для специ-
алистов. Это создает риск принятия реше-
ний на основе непроверенных данных или 
алгоритмов, содержащих скрытые предвзя-
тости. Например, автоматизированные си-
стемы бюджетирования могут отдавать 
предпочтение определенным статьям рас-
ходов на основании исторических данных, 
но без учета новых факторов.  В результате 
организации могут столкнуться с неэффек-
тивным распределением ресурсов и не-
справедливостью в принятии решений. 
Решением данной проблемы может стать 
развитие концепции «объяснимого ИИ» 
(Explainable AI, XAI), предусматривающей 
прозрачность алгоритмов и возможность 

проверки их обоснованности. Кроме того, 
важно внедрение механизмов аудита циф-
ровых решений, чтобы контролировать их 
корректность и справедливость. 

В условиях цифровизации особую зна-
чимость приобретает защита конфиден-
циальной информации. Автоматизиро-
ванные системы управленческого учета 
обрабатывают большие массивы данных, 
включая финансовые показатели, персо-
нальные сведения сотрудников и коммер-
ческую информацию, что создает риск 
утечки данных из-за недостаточных мер 
безопасности или кибератак. Также могут 
возникнуть ситуации несанкционирован-
ной передачи персональных данных. Для 
минимизации данных рисков организации 
должны разрабатывать и внедрять строгие 
политики управления данными, включая 
контроль доступа, многоуровневое шиф-
рование и регулярные аудиты информа-
ционной безопасности. Важную роль игра-
ет и соответствие нормативным требова-
ниям, регулирующим обработку персо-
нальных данных. 

При передаче полномочий по обработ-
ке данных цифровым системам необходи-
мо учитывать распределение ответствен-
ности за результат между человеком и ма-
шиной. Если раньше ответственность за 
управленческие решения всегда лежала на 
человеке, то при цифровизации она стано-
вится размытой, так как ошибки могут 
возникать как по вине разработчиков про-
граммного кода, так и по вине сотрудни-
ков, предоставивших неверные исходные 
данные. Например, из-за неверной исход-
ной методологии расчета себестоимости 
продукции программа ИИ может занизить 
стоимость товаров, что впоследствии при-
ведет к убыткам компании. Решить такого 
рода проблемы можно путем соблюдения 
правил, когда ключевые управленческие 
решения остаются под контролем челове-
ка, даже если они принимаются на основе 
цифровых технологий. Это позволит по-
высить уровень доверия к цифровым ин-
струментам и снизить риск автоматиче-
ских ошибок. 
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Рис. Основные этические принципы формирования управленческого учета  
с применением цифровых технологий 
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Автоматизация процессов управленче-
ского учета может привести к сокращению 
ряда традиционных бухгалтерских и ана-
литических функций, что впоследствии 
приведет к социальным проблемам, свя-
занным с сокращением рабочих мест и 
снижением значимости бухгалтерского 
опыта из-за зависимости от цифровых ре-
шений. Роботизированная автоматизация 
процессов действительно сокращает по-
требность в рутинных операциях, но одно-
временно создает новые рабочие места, 
связанные с разработкой, мониторингом и 
интерпретацией данных. Таким образом, 
подобного рода проблемы могут быть ре-
шены за счет переподготовки кадров с уче-
том растущей потребности в цифровых 
компетенциях. 

Так как алгоритмы ИИ достаточно 
сложны для интерпретации, то одним из 
важных рисков становится возможность 
манипуляции данными в управленческом 
учете. Цифровая платформа может быть 
настроена таким образом, чтобы автома-
тически изменять отчеты, фильтровать 
данные и создавать прогнозы, которые со-
держат в себе заведомо искаженные дан-
ные с целью улучшения финансовых пока-
зателей, сокрытия неэффективности и 
убытков. Такого рода прогнозы могут вво-
дить в заблуждение инвесторов, создавая 

иллюзию стабильного роста. Чтобы ниве-
лировать такой риск, необходимо внедрять 
строгие стандарты прозрачности, в кото-
рых описана четкая ответственность со-
трудников за работу с данными. 

Таким образом, цифровизация управ-
ленческого учета сопровождается рядом 
значительных этических вызовов, для ми-
нимизации которых необходимо обеспе-
чить прозрачность цифровых систем через 
объяснимые алгоритмы и аудит решений; 
развивать механизмы защиты конфиден-
циальности и регулирования хранения 
данных; закрепить ответственность за 
цифровые ошибки через участие человека 
в принятии решений; готовить специали-
стов к работе в цифровой среде, а не заме-
нять их полностью алгоритмами; создать 
стандарты этичного использования дан-
ных и системы внутреннего контроля. 
Успешное внедрение цифровых техноло-
гий в управленческий учет требует ком-
плексного подхода, включающего как тех-
нические, так и этические меры. Только 
при соблюдении этих условий можно 
обеспечить баланс между инновациями и 
соблюдением принципов деловой этики. 
Также требуются дополнительные иссле-
дования в рамках данной проблемы по 
процессу обезличивания данных. 
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